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Abstract Computational modeling of empathy has recently become an increas-
ingly popular way of studying human relations. It provides a way to increase our
understanding of the link between affective and cognitive processes and enhance
our interaction with artificial agents. However, the variety of fields contributing to
empathy research has resulted in isolated approaches to modeling empathy, and
this has led to various definitions of empathy and an absence of common ground
regarding underlying empathic processes. Although this diversity may be useful in
that it allows for an in-depth examination of various processes linked to empathy,
it also may not yet provide a coherent theoretical picture of empathy. We argue
that a clear theoretical positioning is required for collective progress. The aim of
this article is, therefore, to call for a holistic and multilayered view of a model
of empathy, taken from the rich background research from various disciplines. To
achieve this, we present a comprehensive background on the theoretical founda-
tions, followed by the working definitions, components, and models of empathy
that are proposed by various fields. Following this introduction, we provide a de-
tailed review of the existing techniques used in AI research to model empathy in
interactive agents, focusing on the strengths and weaknesses of each approach. We
conclude with a discussion of future directions in this emerging field.
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2 Özge Nilay Yalçın, Steve DiPaola

1 Introduction

Recent developments in technology and artificial intelligence (AI) research has
created an environment that allowed virtual agents to become a part of our daily
lives, not only as mere tools, but as assistants and even companions. The increasing
capabilities of computational systems for sensing and processing have made it
possible to process social and affective cues and naturally interact with people.
Computational empathy is a novel paradigm that emerges from this environment.
It refers to the ability of computational systems to understand and respond to the
thoughts, feelings, and emotions of humans.

Empathy is a complex socio-emotional phenomenon that can be defined as
the capacity to understand and react towards the feelings, thoughts, and expe-
riences of others. This capacity allows us to perceive another’s point of view by
resonating with their emotions. It has been argued that empathy plays an essential
role in forming and maintaining social interactions; it helps to coordinate actions,
understand the intentions of others, and facilitate prosocial behavior between in-
dividuals (Omdahl 1995). Since empathy is so important to social interactions, the
integration of empathic capability for computational systems would also be use-
ful. It could enhance interactive systems such as educational applications, medical
assistants, companions, psychotherapy, and gaming applications where social capa-
bilities are of great importance. Moreover, as an amalgamation of the affective and
cognitive processes, computational empathy can provide us grounds to examine
the link between emotions and cognition.

Since the introduction of the term “empathy” in the 19th century, a diversity
of disciplines have contributed to its study. These sources of knowledge are invalu-
able for the computational models of empathy. However, the rich variety of fields
contributing to the empathy research has resulted in a number of approaches used
in computational modeling of empathy. This in turn has led to vague definitions
and the absence of common ground in conceptualizing the processes underlying
empathy. This paper presents a holistic approach to empathy modeling that inte-
grates the theoretical and empirical background of empathy research from various
fields. Our goal is to provide a systematic summary of the field to aid theoretical
positioning and further research in the emerging field of computational empathy.

In order to achieve this, the following section provides a comprehensive the-
oretical background of empathy to capture the variety of behaviors attributed
to empathy from this broad spectrum of fields (Section 2). This section is fol-
lowed by computational models based on three main components that can be used
to methodologically compare these approaches: emotional communication compe-
tence, emotion regulation and cognitive mechanisms (Section 2.3). The subsequent
section presents the methods used in implementing the computational models of
empathy in interactive agents as theory-driven and data-driven approaches (Sec-
tion 3). We conclude with a discussion of these approaches and future directions
in this promising field.

2 Theoretical Background of Empathy

Empathy has been an influential concept in ethics and moral theory (Hoffman
2000; Slote 2007; Smith 1959), aesthetics theory (Smith 2011), social/developmental
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Modeling Empathy: Building a Link Between Affective and Cognitive Processes 3

psychology (Hoffman 2000; Batson 2012), clinical psychology (Clark 2014), and
neuroscience (Goldman 2011; De Waal 2010), which all have followed the founda-
tional work in philosophy. Contributions from this rich variety of fields has resulted
in a number of definitions, functions and proposed components of empathy, which
pose a challenge to studying empathy (Coplan 2011).

However, research efforts are starting to converge towards certain aspects of
empathic behavior that merge emotional and cognitive phenomena. A definition
of empathy as an umbrella term for any type of process triggered by observ-
ing the others’ emotional states and activating one’s own (de Waal and Preston
2017), has been used as an attempt to cover this broad range of behaviors. Be-
haviors that have been used to define empathy (Batson 2009; Coplan and Goldie
2011; de Waal and Preston 2017; Leiberg and Anders 2006) can be listed as: mo-
tor mirroring (mimicry), affective matching (emotional contagion), concern about
another’s state (sympathy, empathic concern), consolidation behavior (altruistic
helping), understanding another’s state and thoughts (theory theory), imagining
another’s thoughts (perspective-taking), and projection of self into another’s sit-
uation (projective empathy, simulation theory). Empathy research often focuses
on each of these phenomena individually. However, empathy research in psychol-
ogy, neuroscience, and ethology suggests these behaviors represent the levels of
empathic behavior that are connected through evolutionary processes, where each
layer is built on top of the other, without replacing the layer before (de Waal and
Preston 2017).

Most AI research on empathy has depicted a binary categorization and evalua-
tion of empathy as empathic and non-empathic behavior (Prendinger and Ishizuka
2005; Brave et al. 2005; Rodrigues et al. 2014). More recently, researchers (Ochs
et al. 2012; Boukricha et al. 2013) have represented levels of empathy by modu-
lating emotions using the personality, mood, and social link parameters together
with an appraisal of the situation. Another line of research in robotics focuses
on developmental aspects of empathy (Asada 2015; Lim and Okuno 2015), which
suggests that empathic behavior are learned to some extent and need to be based
on neurological foundations.

Despite much progress, these research efforts are still in their infancy, and they
highlight the need for developing and testing the models of empathy to challenge
and solidify existing approaches. A computational model of empathy should sup-
port the theoretical background and the empirical research gathered from related
fields. In the later sections, we provide an overview of definitions and models of
empathy, including recent findings from psychology, neuroscience and ethology
research.

2.1 Definitions of Empathy

One of the earliest mentions of empathic behavior can be seen in the work of Hume
(1739), who used the term “sympathy” as a notion that is related to what we now
refer to as low-level or affective empathy (see (Wisp 1987) and (Nowak 2011) for
a complete history of the term). Hume conceptualized sympathy as an automatic
process that allows for emotion contagion, morality and aesthetic pleasure while
focusing on the communicability of affect for further cognitive processing. Simi-
larly, Adam Smith (1959) distinguished sympathy from both pity and compassion
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4 Özge Nilay Yalçın, Steve DiPaola

by assigning it a communicative function. He refers to sympathy as a higher-level
process and cognitive capacity that is related to perspective taking and simulation
of other minds. In these early definitions of sympathy Hume and Smith focus on
different levels of empathy that continue to be widely adopted today.

The first mention of the term “empathy” is made in the late 19th century
(as cited in (Coplan and Goldie 2011; Wisp 1987)) as “Einfühlung” by Theodor
Lipps, which soon became a fundamental concept for aesthetics and understanding
other minds. The fundamental work of Lipps inspired a generation of thinkers to
study “Einfühlung” (which means “feeling into”) in several domains, including
psychology, aesthetics, and philosophy; Titchener later translated this term to
English as “empathy” (Titchener 1909).

The term “empathy” later came to largely replace “sympathy” in a number
of fields, and the concept acquired additional behavioral functions. In addition
to being an involuntary and affective feedback mechanism, it was assigned new
functions as observations about others’ affective, behavioral and mental states
(Kohut 2011). It came to refer to an affective response that reflects another’s
situation rather than one’s own, (Hoffman 2000), and an imagination of another’s
thought processes (Stueber 2006).

As empathy has continued to be studied by psychology, neuroscience and artifi-
cial intelligence, the number of related processes and cognitive capacities involved
in empathic behavior have increased. Coplan (2011) lists these empathic capabil-
ities as emotional contagion, caring behavior, perspective taking, being affected
by emotions of others, theory of mind, as well as a combination of these. Some
researchers focus on a narrow definition of empathy, specifying that empathy only
occurs when the observer is in an affective state as a result of having imagined
or observed the target’s affective state with a clear self-other distinction (De Vi-
gnemont and Singer 2006). This definition excludes from empathy concepts such
as sympathy, emotional contagion, and personal distress. Consistent with this nar-
row definition, Coplan (2011) argues that self-other differentiation is at the core
of empathy and it can only be said to exist when three features of empathy are
present: affective matching, other-oriented perspective taking, and self-oriented
perspective taking.

In contrast to these narrow views of empathy, new research by several re-
searchers has focused on a broader definition of empathy that aims to generate
empathy models that can explain how the interaction of various processes may give
rise to the broad spectrum of concepts. In the following section, we will examine
these models of empathy and demonstrate how they are supported by psychology,
neuroscience and ethology research.

2.2 Models of Empathy

There are two main approaches to theoretical models of empathy: categorical and
dimensional. Categorical models focus on the two distinct levels of empathy mecha-
nisms that are referred to as high/cognitive and low/affective empathy. In contrast,
dimensional models propose a more multidimensional system where the levels of
empathy are functionally integrated.

The former categorical approaches identify two levels of the term ‘empathy’
by distinguishing affective from cognitive levels of empathy. These different lev-
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Modeling Empathy: Building a Link Between Affective and Cognitive Processes 5

els are also referred to as low/high empathy (Goldman 2006), basic/re-enactive
empathy (Stueber 2006) and mirroring/constructive empathy (Goldman 2011).
Omdahl (1995) attempts to connect these levels by categorizing empathy as af-
fective, cognitive and a mixture of the two. Similarly, Hoffman (2000) argues for
five modes of empathic arousal that include low-level processes of mimicry and
afferent feedback, classical conditioning, and association to one’s own experience;
as well as high level mediated association and perspective-taking, where a mixture
of these modes can be observed in an individual.

Affective (or low-level) empathy is considered to be the automatic mimicking
of another’s emotional response as one’s own. This level is suggested to arise from
the Perception-Action mechanism (PAM), which has its biological roots in mirror
neurons (Preston and De Waal 2002). Some researchers distinguish the mirroring
of bodily states in a category other than cognitive and emotional empathy, calling
it kinesthetic empathy (Wood 2016; I. 2004). Cognitive (or high-level) empathy is
defined as the ability to understand the target’s mental state by imagining how
they feel. This ability is related to perspective taking and theory of mind (ToM)
(Batson 2009).

Evidence for both affective (low-level) and cognitive (high-level) empathy has
been found in various mammalian species, suggesting a Darwinian assumption on
underlying processes (de Waal and Preston 2017; Preston and De Waal 2002).
Recent findings in neuroscience, especially the discovery of mirror neurons (Riz-
zolatti and Fabbri-Destro 2010), also support an evolutionary basis of empathy.
Research on mirror neurons inspired empathy research in neuroscience and es-
tablished a foundation for the functional architecture of empathy mechanisms in
humans (Iacoboni 2011; Goldman 2011). From mimicry of motor actions to shar-
ing affective experiences, the neural activation of self-experience of emotions while
being exposed to another’s emotional experience has been suggested to be the core
mechanism for empathy (Singer and Lamm 2009).

Evidence for cognitive (higher-level) empathic behavior comes from patholog-
ical studies, autism studies, and developmental psychology (Baron-Cohen et al.
2003). Research has found that a malfunction in high- or low-level empathy mech-
anisms can lead to a spectrum of social behavior disorders such as autism and
sociopathy (Preston and De Waal 2002). For example, cognitive empathy is found
to be impaired in individuals with autism spectrum disorder, even though they
may have an intact lower-level empathic function (Baron-Cohen et al. 2013). Peo-
ple with autism are therefore able to understand the type of emotions a person
expresses, without being able to understand the reasons for those emotions. Psy-
chopathy, on the other hand, is related to an intact ability for perspective-taking
but an inability to share the resulting emotions (Preston and De Waal 2002). Fol-
lowing these observations and evidence from neuroscience, distinct neural routes
were hypothesized as mirroring and reconstructive routes of empathy (Goldman
2011).

On the other hand, dimensional approaches to modeling empathy consider it
to result from a set of interrelated constructs. Researchers that advocate this ap-
proach point to the evidence from evolutionary and neurological mechanisms that
affective and cognitive levels of empathy are interconnected (de Waal and Preston
2017; Goldman 2011). For example, De Waal (2010) argues for an evolutionary
foundation for the emergence of empathy based on the evidence of different levels
of empathy mechanisms in social animals other than humans.
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6 Özge Nilay Yalçın, Steve DiPaola

One example of a dimensional model is from Davis (1994), who also stresses the
importance of the evolutionary roots of empathy mechanisms. In this model, Davis
proposes to separate the processes taken place within the observer and the out-
comes of these processes as affective and cognitive outputs. The model focuses on
studying an empathic “episode” where the observer is exposed to emotional stimuli
from a target. This exposure will result in an empathic reaction, which can have
different properties according to four related constructs: antecedents, processes,
intrapersonal outcomes and interpersonal outcomes. Antecedents refer to the char-
acteristics of the person (biological capacities, learning history) and the situation
(strength of the observed emotion, the degree of similarity). Three mechanisms
primarily constitute the processes that produce empathic behavior: non-cognitive
mechanisms (mimicry, primary reaction); simple cognitive mechanisms (classical
conditioning, labelling, direct association); and advanced cognitive mechanisms
(linguistic associations, perspective taking). The intrapersonal (affective and non-
affective) and interpersonal (relationship-related outcomes) outcomes refer to the
empathic behaviors arising from these mechanisms. Most computational models
(McQuiggan and Lester 2007; Ochs et al. 2012) refer to a sub-set of intrapersonal
outcomes called parallel and reactive outcomes. These consist of the affective re-
sponses that differ from the target’s emotional behavior (reactive empathy) and
resonate to the target’s emotion (parallel empathy).

Following this view and the evidence of empathic behavior in social animals,
De Waal and Preston proposed the Russian-doll model of empathy (Preston and
De Waal 2002; De Waal 2007). This model, Preston and De Waal (2002) pro-
poses that the capacity of empathy arises from the simple emotional contagion
mechanisms that are based in mirroring and Perception-Action Mechanisms in
mammals (De Waal 2007; de Waal and Preston 2017). Starting from this basic
involuntary mechanism as the foundational layer, the model consists of three hier-
archical layers where each layer depends on the previous layers. The second layer
requires emotional self-regulation mechanisms that give rise to empathic concern
and consolidation behavior. The last layer consists of cognitive functions such as
perspective taking and theory of mind. This model allows for a wide range of em-
pathic behaviors and emotional patterns starting from simple reflex-like copying
mechanisms to higher-level cognitive functions. This theoretical model has been
widely used in computational empathy research (Yalçın and DiPaola 2018; Asada
2015).

Another significant model by De Vignemont and Singer (2006) proposes a con-
textual approach to modeling empathy where empathy is modulated by appraisal
processes. In their model, the authors distinguish between low-level affective be-
haviors, such as emotional contagion, sympathy and personal distress (which they
refer as “narrow empathy”), to the empathic behavior that involves higher-level
appraisal processes. The appraisal processes are then further categorized into early
and late appraisals, where the former involves the direct appraisal of the emotional
stimuli and the latter includes modulation factors after the appraisal having taken
place. This extra processing in the late-appraisals results in a slower response.
According to this model, the modulation factors can be related to the features of
emotions (valence, intensity, saliency), to the relationship between target and ob-
server (affective link, familiarity, similarity), to context (appraisal of the situation),
and to features of the observer (mood, personality, gender, age, emotional regu-
lation capacities). Although this approach seems to disregard lower-level/affective
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Modeling Empathy: Building a Link Between Affective and Cognitive Processes 7

empathy behaviors, the authors argue that these behaviors can still arise when the
appraisal processes modulate the reflex-like processes such as mimicry.

Table 1 shows an overview of the most prominent theoretical models of empathy
mentioned in this section. Although each model seems to have unique details, there
is significant overlap between these models that can be systematically analyzed.
In the following section, we will examine the similarities between these models to
be used in the computational modeling of empathy.

2.3 A Systematic Categorization of Empathy Models

The various theoretical approaches to modeling empathy can be united as a set of
cognitive and behavioral capacities, which we call components. In an attempt to
arrive at a comprehensive computational model of empathy, we propose to classify
these components as emotional communication, emotion regulation, and cognitive
mechanisms. Others have suggested the similar categories of empathic responses
(Paiva et al. 2017; Boukricha et al. 2013), empathy modulation and empathy mech-
anisms, in which low-level perceptual mechanisms are categorized together with
high-level cognitive functions in the empathy mechanisms category. Our approach
differs by separating low- and high- level functions and this is intended to reflect
the distinct –but functionally integrated– routes of empathy responsible for various
empathic behaviors.

The proposed components have been selected to reflect the broad spectrum
of behaviors assigned to empathy as a result of different types of mechanisms.
Each component has its roots in empathy and emotion research, which we will
review in the subsections below. Assigning each empathic behavior to its required
mechanisms eases the translation of the theoretical knowledge into the design and
implementation of computational models.

Computational models can improve our understanding of empathy mechanisms
as well as help enhance interactive agents by equipping those agents with socio-
emotional capabilities (Marsella and Gratch 2014). A computational model of em-
pathy is therefore beneficial to the research community as it can provide a means
for testing theoretical work. Regardless of the chosen theoretical model, a com-
putational framework of empathy should reflect the broad spectrum of empathic
behaviors that arise from the interaction of affective and cognitive processes. For a
systematical comparison of the theoretical and computational approaches, we ex-
amine the models according to three main components: emotional communication
competence, emotion regulation, and cognitive mechanisms.

Emotional Communication Competence Scherer (2010a) argues that any type of
emotional behavior requires emotional production and recognition competence.
This distinct capacity of perceiving, accessing, and generating emotions in order
to influence behavior, reasoning, or understanding has been called as emotional
intelligence in psychology (Salovey and Mayer 1990). By definition, all levels and
intensities of empathic behavior require the underlying mechanism of perceiving
and expressing emotions. This core component is represented as Perception-Action
Mechanisms (De Waal 2007) in the Russian Doll Model of empathy, as mentioned
previously. Neurological disorders caused by a dysfunction in this mechanism such
as autism spectrum disorders and psychopathy suggest that empathic behavior
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8 Özge Nilay Yalçın, Steve DiPaola

T
a
b
le

1
T

h
eo

re
ti

ca
l

M
o
d

el
s

o
f

E
m

p
a
th

y

A
u
th

o
r

E
m

o
ti
o
n
a
l
C
o
m

m
u
n
ic
a
ti
o
n

E
m

o
ti
o
n

R
e
g
u
la
ti
o
n

C
o
g
n
it
iv
e
M

e
c
h
a
n
is
m

s
E
m

p
a
th

y
L
e
v
e
ls

(D
e

W
a
a
l

2
0
0
7
)

P
A

M
m

ec
h

a
n

is
m

s;
m

o
to

r
m

im
ic

ry
;

em
o
ti

o
n

a
l

co
n
ta

g
io

n
S

el
f-

re
g
u

la
ti

o
n

P
er

sp
ec

ti
v
e

ta
k
in

g
C

o
n

n
ec

te
d

le
v
el

s;
d

eg
re

es
o
f

em
p

a
th

y

D
a
v
is

(1
9
8
3
,

1
9
9
4
)

A
ff

ec
ti

v
e

E
m

p
a
th

y
P

a
ra

ll
el

O
u

tc
o
m

es
N

o
n

co
g
n

it
v
e

P
ro

ce
ss

es
A

n
te

ce
d

en
ts

C
o
g
n

it
iv

e
E

m
p

a
th

y
C

o
g
n

it
iv

e
P

ro
ce

ss
es

In
te

rr
el

a
te

d
C

a
te

g
o
ri

es

O
m

d
a
h

l
(1

9
9
5
)

A
ff

ec
ti

v
e

E
m

p
a
th

y
E

m
o
ti

o
n

re
g
u

la
ti

o
n

C
o
g
n

it
iv

e
E

m
p

a
th

y
In

te
rr

el
a
te

d
ca

te
g
o
ri

es

H
o
ff

m
a
n

(2
0
0
0
)

M
im

ic
ry

A
ff

er
en

t
fe

ed
b

a
ck

C
la

ss
ic

a
l

co
n

d
it

io
n

in
g

E
m

p
a
th

ic
b

ia
s

A
ss

o
ci

a
ti

o
n

to
se

lf
-e

x
p

er
ie

n
ce

M
ed

ia
te

d
a
ss

o
ci

a
ti

o
n

P
er

sp
ec

ti
v
e

T
a
k
in

g
D

is
ti

n
ct

ca
te

g
o
ri

es

S
tu

eb
er

(2
0
0
6
)

B
a
si

c
E

m
p

a
th

y
-

R
e-

en
a
ct

iv
e

E
m

p
a
th

y
In

te
rr

el
a
te

d
C

a
te

g
o
ri

es

G
o
ld

m
a
n

(2
0
0
6
,

2
0
1
1
)

L
o
w

-L
ev

el
E

m
p

a
th

y
M

ir
ro

ri
n

g
-

H
ig

h
-l

ev
el

E
m

p
a
th

y
C

o
n

st
ru

ct
iv

e
E

m
p

a
th

y
In

te
rr

el
a
te

d
C

a
te

g
o
ri

es

C
o
p

la
n

a
n

d
G

o
ld

ie
(2

0
1
1
)

A
ff

ec
ti

v
e

M
a
tc

h
in

g
In

h
ib

it
o
ry

a
n

d
re

g
u

la
to

ry
m

ec
h

a
n

is
m

s

S
el

f-
o
th

er
d

iff
er

en
ti

a
ti

o
n

se
lf

a
n

d
o
th

er
-o

ri
en

te
d

p
er

sp
ec

ti
v
e

ta
k
in

g
A

ll
-o

r-
n

o
n

e

D
e

V
ig

n
em

o
n
t

a
n

d
S

in
g
er

(2
0
0
6
)

E
m

o
ti

o
n

a
l

C
a
p

a
ci

ti
es

M
o
d

u
la

to
ry

fa
ct

o
rs

A
p

p
ra

is
a
l

P
ro

ce
ss

es
In

te
n

si
ty

L
ev

el
s



T
h
is
is
a
p
re
-p
ri
n
t
of

an
ar
ti
cl
e
p
u
b
li
sh
ed

at
:
h
tt
p
s:
//
d
oi
.o
rg
/1
0.
10
07
/s
10
46
2-
01
9-
09
75
3-
0

Modeling Empathy: Building a Link Between Affective and Cognitive Processes 9

on various levels are linked to this capacity (Preston and De Waal 2002). This
communicational competency of the individual is also thought to affect the inten-
sity of empathic responses (De Vignemont and Singer 2006). Therefore, emotional
communication competence is an essential component of empathy, which includes
emotion recognition, expression, and representation. Low-level empathy, includ-
ing variations of mirroring behavior such as motor mimicry, yawn contagion, and
emotional matching, is a natural consequence of the basic interaction of the sub-
components of emotional communication competence.

Emotion Regulation This component is related to a range of social, psychological,
and biological factors. It is argued that the low-level communicational mecha-
nisms are shaped by regulatory processes such as the biological and psychological
features of the observer and the relationship between target and observer (Davis
1994; Paiva et al. 2017). The features of the observer (self-related parameters)
may include unconscious characteristics that work on different timescales such
as attention, arousal, mood, and personality (De Vignemont and Singer 2006).
Relationship-related parameters include social links such as familiarity, closeness,
relatedness and perceived similarity (de Waal and Preston 2017; De Vignemont and
Singer 2006; Hoffman 2000). As these mechanisms are unconscious and automatic,
they require inhibitory mechanisms to mediate consolation behavior (de Waal and
Preston 2017), which is a mid-level empathic behavior that is present in various
mammals. Moreover, Coplan (2011) argues that inhibition of these mechanisms
is crucial for higher-level empathic behavior such as other-oriented perspective
taking.

Cognitive Mechanisms These capabilities include the appraisal and re-appraisal of
the situation, theory of mind and mental simulation. Higher-level empathy mech-
anisms such as perspective taking and targeted helping require a conscious eval-
uation of the event and control over the low-level components. Appraisal theories
of emotion focus on the connection between emotions and the goals, needs and
desires of an individual, and propose that this connection may provide a founda-
tion for high-level empathy mechanisms (Omdahl 1995). There are many appraisal
theories, but the underlying common assumption is that emotions are a result of
subjective evaluation of events according to the goals and needs of the individual
(Roseman and Smith 2001). In stimulus check theory, Scherer (2001) proposes that
appraisals can happen at various levels of cognitive processing. This idea also aligns
with the Russian Doll model (De Waal 2007), in which the highest most sophisti-
cated component of empathy, the outer components, are fundamentally linked to
the perceptual and regulatory inner layers. Moreover, appraisal processes can be
followed by a re-appraisal of the situation (Lazarus 1966). Understanding the ef-
fect of the event over the observed behavior, and simulation of the possible effects
of the same event over the observer requires these appraisal and re-appraisal pro-
cesses. Even though appraisal processes lay at the center of understanding of the
cause and effect relationship between the event and observed emotion, higher-level
empathic capabilities, such as self- and other-related perspective taking requires
more than appraisal and re-appraisal processes. The ability to differentiate be-
tween self and other, and assigning distinct mental attributes to other minds is
necessary for perspective-taking behavior. This ability is called the theory of mind
(Premack and Woodruff 1978), which is related to simulation theory and theory
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10 Özge Nilay Yalçın, Steve DiPaola

theory (Leiberg and Anders 2006). However, theory of mind alone is not sufficient
for perspective-taking without the ability to evaluate the event-action coupling.
Hence, theory of mind and appraisal mechanisms should work together.

Table 2 Summary of empathy components, the mechanisms that are responsible and the
corresponding behavior.

Empathy Component Mechanisms Empathic Behavior

Communication Competence
Emotion Recognition
Emotion Expression

Emotion Representation

Mirroring
Affective Matching

Emotion Regulation
Features of the observer

Features of the relationship
Empathic Concern

Consolation

Cognitive Mechanisms
Emotional Appraisal

Theory of Mind
Alturistic Helping
Perspective-Taking

Table 2 shows an overview of the variety of behaviors linked to these compo-
nents of empathy. The following section (Section 3) will examine the theoretical
and methodological differences in computational models of empathy while focus-
ing on these components: communication competence, emotion regulation, and
cognitive mechanisms. Following this section, we will give further detail on the
processes used to implement these models based on theory-driven (top-down) or
data-driven (bottom-up) approaches (Section 4).

3 Computational Models of Empathy

Computational approaches of empathy in artificial agents can follow a variety of
models, even though they might share the same theoretical foundations. These
differences are usually due to the differences in the aim and context of the appli-
cation. A virtual agent for teaching children, a healthcare robot for people with
disabilities or a VR environment that is designed for assisting meditation would
have a diverse set of behavioral capabilities and goals to show empathy. Addi-
tionally, some researchers might focus on creating a computational framework
of empathy, whereas others may investigate the effect of empathic behavior on
human-computer interaction.

This section examines approaches that are used or can be used for modeling
empathy in artificial agents. In line with the theoretical background, we review cur-
rent computational models of empathy in social agents focusing on the proposed
categorization of empathy on three levels: communication competence, emotion
regulation and cognitive mechanisms. We also refer to the relevant research on
affective computing and social computing communities that address similar prob-
lems, which can be integrated into artificial empathy research.

3.1 Communication Competence

Affective computing research has focused on emotion recognition (Zeng et al. 2009;
D’mello and Graesser 2012; Poria et al. 2017) and expression in artificial agents
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Modeling Empathy: Building a Link Between Affective and Cognitive Processes 11

for many decades (Calvo and D’Mello 2010; Picard 2014; Cambria 2016). These
advancements also tackle the problem of understanding multi-modal emotional
content (Poria et al. 2016), which is crucial for designing an interactive model
that is capable of emotion recognition. However, the systems used in artificial
empathy research are usually limited in their emotion recognition and expression
capabilities.

An example of implementation (Yalçın in press) and detailed examination of
emotional communication competence can be seen in the recent work of Yalçın
and DiPaola (2019). In this work, an embodied conversational agent performs
empathic listening behaviors by employing three different mechanisms: backchan-
neling, mimicry and affective matching. The agent perceives the speech signal as
well as a combination of face recognition parameters (Ekman and Friesen’s Fa-
cial Action Units and facial landmark positions) and processes this information
according to the selected empathic behavior. The system uses both categorical
and dimensional scale to represent emotions in order to choose proper emotional
expression feedback with facial expressions and head nods.

One of the most advanced affective communication techniques can be seen in
the EMMA framework (Boukricha et al. 2013), which was integrated into an em-
bodied virtual agent platform. The agent, MAX, uses Pleasure-Arousal-Dominance
(PAD) space for expressing and representing emotions. Its expressive repertoire
consists of Ekman and Friesen’s Facial Action Units (AUs), emotional speech
(based on prosody changes), and eye blinking and breathing frequencies. EMMA
uses AUs to perceive the emotion of the interaction partner.

Prendinger and Ishizuka (2005) present the Empathic Companion in a job
interview task where the emotional state of the user is mapped onto a valence-
arousal dimensional space. The emotional states of the users are recognized using
physiological data (skin conductivity and electromyography). The character can
respond via text according to three different scenarios consisting of irritation,
boredom and high arousal/high valence state. The agent does not have a high-level
empathy model but rather can sympathize according to pre-determined categories.

Rodrigues and colleagues (2014) only used facial expressions to recognize and
express emotions. These expressions are coupled with text that either compliments
or insults the other agents in the simulation environment. The emotions are pre-
sented as a tuple of “type”, “valence”, “intensity” and “cause” parameters based
on OCC theory of emotions (Ortony et al. 1990).

In the CARE framework McQuiggan and colleagues (2008) uses self-reported
affective states of the users in ten available emotion categories. Using self-reporting
in emotion recognition is controversial (Scherer 2005; Calvo and D’Mello 2010)
and may be misleading. Also, the categorical approach in emotion classification
disregards the intensity of the emotions (Russell 1980; Scherer 2005) and ignores
blended emotions where human emotions are usually not isolated (Jaimes and Sebe
2005). For emotion expression, the authors used predefined emotional sentences
that were presented as text.

Brave et al. (2005) use a Blackjack game scenario where the agent can display
emotions with picture-based facial expressions and textual expressions. These ex-
pressions were only classified in two categories: self-related and other related emo-
tions. The authors did not capture the emotional expression of the users, but the
empathic feedback was only given according to the situation of the user in the
game. Another categorical approach can be seen in the iCat robot by Leite and
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12 Özge Nilay Yalçın, Steve DiPaola

colleagues (2014), who used the valence of nonverbal behavior as emotion recogni-
tion components. The expressive behaviors of iCat include spoken utterances that
are divided into supportive categories of information support, tangible assistance,
esteem support and emotional support.

Moridis and Economides (2012) use parallel empathy and reactive empathy
based on Davis’s (1994) definition of empathy. In their implementation of an em-
pathic tutoring agent, they use six basic emotions to show pedagogical feedback
to students’ happy, sad and fear emotions extracted from facial expressions. The
parallel empathy shows affective state matching, where reactive empathy is an
emotional reaction to the user’s emotions.

3.2 Emotion Regulation

Empathy regulation involves several factors that influence the extent of empathic
behavior such as valence, intensity, and saliency of emotions, social relations, con-
text, as well as mood, personality, gender, age and emotional repertoire of the
agent (Paiva et al. 2017). Most of the regulation factors mentioned in the previous
sections have been extensively studied in social computing research. Social comput-
ing research on personality, social link, and mood provides means of regulating the
emotions based on the agent’s characteristics. Some researchers (Ochs et al. 2012;
Boukricha et al. 2013) used these regulation factors as a way of demonstrating dif-
ferent levels of empathy, where others only used a binary empathic-nonempathic
classification (Brave et al. 2005; Prendinger and Ishizuka 2005; Rodrigues et al.
2014).

Boukricha and colleagues (2013) used the distance between the mood of the
empathizer and the modulated empathic emotion presented by the empathizer
to measure the degree of empathy. They used empathy modulation factors such
as mood, desirability for self, liking and familiarity. Liking and familiarity values
ranged in [0, 1] scale and predefined modulation factors. It was not clear how the
desirability-for-self parameter, which is introduced in the OCC model of emotion,
was calculated within the framework. The only dynamic parameter seems to be
the mood of the agent, which changes with each interaction.

McQuiggan and colleagues (2008) created the CARE framework, where the
agent learns to show empathy in parallel to the target’s emotions or reactively to
a specific set of attributes collected from the target. The authors prefer to use the
self-reported emotion categorization of the user and train their model by using
age, gender, context, empathic index and goal directedness features of the user.
They used Naive Bayes, decision trees and SVM approaches to model empathic
reactions.

Rodrigues and colleagues (2014) use affective link, similarity, mood and per-
sonality as modulation factors of the potential empathic emotions. The first two
factors are parameters of the social relationship between the target and the em-
pathizer, where the latter two are psychological factors that only concern the
empathizer. Similarity is calculated by the distance between the intensities and
valences of the emotions of empathizer and the target. In this sense, similarity is
only calculated according to the emotional responses towards the event. Affective
link and personality of the virtual agents are predetermined parameters.
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Modeling Empathy: Building a Link Between Affective and Cognitive Processes 13

Asada (2015) proposes a different approach for emotion regulation that does
not mention any of the psychological, social or cultural parameters previously
mentioned in this section. He proposes that emotion regulation is a part of the
cognitive regulatory mechanisms that are intentional. His framework does not
include the effect of mood, personality and similar factors.

3.3 Cognitive Mechanisms

Empathy mechanisms are capabilities to successfully understand the affective
states of others. This also includes understanding the context, which is the sit-
uation the agent is in, that requires reasoning capabilities. De Vignemont and
Singer (2006) proposed that the empathy process is tightly linked with appraisal
dynamics and dependent on the observer’s situation. Cognitive appraisal theories
(Roseman and Smith 2001) state that the subjective assessment of an event trig-
gers emotions. The lack of cognitive appraisal and high-level reasoning capacities
in empathy models can only account for lower-level or affective empathy. How-
ever, the higher level empathic processes such as other-oriented perspective taking
require a clear distinction of self-other and theory of mind components.

Affective computing and emotion research, and especially research on appraisal
theory is closely related to empathy theories (Omdahl 1995). Affect is the result
of the cognitive assessment of an individual where the situation and events are
appraised. Computational models of empathy often use the appraisal models in
emotion and affective computing research such as the OCC model (Ortony et al.
1990) or Scherer’s appraisal model (2010b). Alternatively, other models of ap-
praisal processes such as EMA (Marsella and Gratch 2009), which is commonly
used in embodied conversational agents, can also be used in these frameworks.
However, appraisal theories alone cannot account for achieving the empathic per-
spective taking and self-other distinction.

Bates and colleagues (1994) suggests the role of emotion and appraisal theories
in modeling believable agents. Omdahl (1995) states that most appraisals are
communicated through verbal information, and therefore linguistic information is
more critical in providing context than nonverbal behaviors. Speech act theory
(Searle 1969) can be used to translate appraisal theories into a dialogue context
(Ochs et al. 2012). Ochs and colleagues (2012) propose a formal model of empathic
emotions based on Scherer’s appraisal model of emotion (2010b). Here, empathy
is formulated as an emotion towards the user as a result of the successful or
unsuccessful completion of the user goals.

In the work of Rodrigues and colleagues (2014), the appraisal system consists
of the recognition of emotion according to the agent’s own appraisals as well as the
selection of the response and the modulation of that response using affective links,
similarity, mood and personality. An important distinction here is that the agents
use their own belief systems and goals to determine the appraisal, not the target’s.
This disregards the link between the Theory of Mind and empathy research, where
the other’s world view is needed to infer their beliefs and intentions. However, the
potential response is selected in a way that allows mimicking of the same emotional
response where it does not have a direct mapping of appraisal situations.

In the EMMA framework, Boukricha and colleagues (2013) use the Belief-
Desire-Intention (BDI) model (Lefimann et al. 2006) in their version of the late
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appraisal model of De Vignemont and Singer (2006). Beliefs represent the agent’s
knowledge about the world, where desires represent the goals of the agent. In-
tentions are the action plans to achieve the goals. The BDI Framework (Lefimann
et al. 2006) was initially used for action planning in embodied conversational agents
and is suitable for the appraisal mechanisms of an empathy model.

User modeling and adaptation research also indirectly focuses on empathy
mechanisms in a way where the agent adapts to the user’s behavior over time.
These mechanisms relate to the Theory of Mind (TOM), where a model of the
interaction partner is made that allows the self and other distinction. Paiva and
colleagues (2017) highlight the importance of context, history and user modeling
in achieving high-level empathic behavior. Lisetti and colleagues (2013) adopt
user modeling techniques for their embodied conversational agent to reason with
the outcomes of empathic actions it takes. Their approach shows an interesting
direction towards combining the recent techniques in social computing and use it
to provide reasoning capacities that are required in higher-level empathic behavior.

4 Modeling Empathy in Artificial Agents

This section is a continuation of the previous section, which outlined the cur-
rent approaches to computational models of empathy in terms of empathy cate-
gories. This section continues the survey on these theoretical approaches of mod-
eling computational empathy and further focuses on how theoretical models are
implemented in artificial agents in detail. We will adopt two main methods for
implementing a computational model of empathy: theory-driven approach and
data-driven approach.

Theory-driven approaches (also called top-down or analytical approaches) are
models that are formulated based on theories and concepts of empathy. This ap-
proach is intended to provide an overview of the mechanisms related to empathy
and then use these mechanisms to model the smaller components of the system
hierarchically. This approach has a strong explanatory power where it allows for
a basis to test the theoretical components systematically.

Fig. 1 Top-down and bottom-up approaches for implementing empathy models in artificial
agents.

On the other hand, data-driven approaches (also called bottom-up or empirical
approaches) builds up from the empathic behavior data to train computational
models and algorithms in an automated fashion. These models can be used for
predicting or re-generating empathic behavior based on the desired application.
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Hybrid approaches can also be used where theoretical components of empa-
thy mechanisms are modeled separately to be used by the data-driven training
methods. Given the success of emotion recognition algorithms (Cambria 2016)
and increasing computational power, these hybrid methods show great potential
for the future of empathy research.

Both approaches can be used to reach or confirm a theoretical model, and have
their strength and weaknesses. In the following sub-sections, we will review the
computational approaches to empathy modeling while focusing on these method-
ological categorizations. Following this section, we will talk about the challenges
of each method in the discussion (Section 5).

4.1 Theory-Driven Approaches

Theory-driven approach to modeling empathy has been increasingly popular within
the artificial intelligence community due to the richness of theoretical models from
a variety of disciplines, which we covered in Section 2.2. Researchers tend to use
the components of these models as a starting point for their computational im-
plementation. Depending on the selected model and details of each component,
these models and implementations may differ in terms of the types of empathic
behavior they cover.

A recent example of these approaches is seen in the component model of Yalçın
and DiPaola (2018). This proposed model of empathy for interactive agents is
highly inspired by the Russian Doll Model of Empathy (De Waal 2007). In this
model, the authors follow an evolutionary approach that connects behavioral pat-
terns with related mechanisms. This model is composed of distinct but inter-
connected components that are responsible for the various degrees of empathic
behavior: emotional communication competence, emotion regulation and cogni-
tive mechanisms. According to this model, the input from the event/context and
the emotion are processed through the three layers of components. Each layer
has information about the previous layer, as well as the processed information on
these inputs. This approach allows for the possible implementation of low-level em-
pathic behavior in isolation while providing a framework for simulating high-level
empathic behaviors.

In his work, Asada (2015) also adopts the Russian Doll Model of empathy
by De Waal (2007) from a developmental perspective. Although de Waal’s model
focuses on the evolutionary roots of the empathy mechanism rather than develop-
mental changes, Asada’s model draws parallels between the developmental theo-
ries of self-other distinction by proposing that developmental empathy should be a
part of Cognitive Developmental Robotics (CDR). A similar approach that follows
CDR is seen in the work of Lim and Okuno (2015), where empathic behaviors are
learned through interaction of brain regions associated with specific mechanisms
of empathy. However, their model only focuses on the affective/low-level empathic
mirroring mechanisms.

Rodrigues and colleagues (2014) follow another approach that is linked with the
theoretical approach of De Vignemont and Singer (2006) that states that humans
do not feel empathy with every emotion and situation they encounter but instead,
they select the response according to their appraisals. According to this view,
empathy is never passive and is modulated according to similarity, affective link,
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mood and personality. Their proposed model is aimed to achieve more engaging
and believable interactions with virtual humans.

Similarly, the virtual human EMMA (Boukricha et al. 2013) follows the late ap-
praisal model of De Vignemont and Singer (2006). The EMMA framework consists
of three modules: Empathy Mechanisms, Empathy Modulation and Expression of
Empathy. A different approach by Ochs and colleagues (2012) provides a for-
mal model of empathic emotions based on the theoretical formulations of Scherer
(2010b) which were considered by Omdahl (1995) as the best candidate to model
empathic emotions.

In their work, Ochs and colleagues (2012) represent emotions based on type
(satisfaction, frustration, irritation, sadness and anger), intensity, emotion target,
trigger event and the intention affected by the event. The empathic emotions use an
additional variable for the target emotions in order to provide a logical formulation
of them. One drawback of this approach is that it provides a very narrow view
of empathy that fails to account for low-level empathic processes such as affective
matching and high-level empathic processes such as perspective taking.

In their robotic empathic companion iCat, Leite and colleagues (2014) use
predetermined empathic strategies that are inspired by the research on empathic
behavior in teaching (Cooper et al. 2000) combined with appraisal theories by
Scherer (2010b) rather than following a clear theoretical framework. Similarly,
some researchers focused only on mimicking (Gonsior et al. 2011; Riek et al. 2010)
and affective matching (Lisetti et al. 2013; Hegel et al. 2006) capabilities, rather
than presenting the entire spectrum of empathic behavior. Affective matching and
mimicking behaviors have also been studied outside of empathy research as an
indication of emotional intelligence (Burleson and Picard 2007).

Additionally, some empathic behavior can be explained with current models of
emotion that do not specifically address empathy. Scherer’s sequential check model
(2001) defines the appraisal processes as a sequence of evaluations done at different
layers of processing: sensory-motor level, schematic level and the conceptual level.
The sensory-motor level involves the innate assessment of the situation based
on biological needs, such as hunger or pain. The schematic level is based on a
learned assessment of cause-effect relationships. The conceptual level is based on
symbolic cortical mechanisms that require consciousness. This framework can allow
for different helping behavior which requires understanding causal relations of
a stress-inducing event of another. Consolidation behavior, learned helping and
targeted helping may result from the appraisal of the observed situation in different
levels of processing. However, this model does not account for low-level mirroring
and state matching behaviors, as they do not require an assessment of the situation.
Mechanisms for theory of mind are also missing from this model, as it only accounts
for appraisal of the situation in relation to self.

Broekens and colleagues (2008) suggest a formalism of the structure of ap-
praisal. They provide a set of functions to perception, appraisal and mediation
processes, as the core mechanisms of emotional behavior. Perception processes
provide a link between the external world and internal representations. Appraisal
processes use these current representations from working memory and assign ap-
praisal values based on the evaluation. Lastly, mediating processes map these ap-
praisals to emotion-component intensities, which is a set of emotional behaviors.
This formalized model has a very similar underlying structure to the component
model of Yalçın and DiPaola (2018). However, they differ in some significant ways.
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Firstly, similar to Scherer’s theory, this is a serial model that does not allow any be-
havioral output before it follows the process line. Being a formalization of appraisal
processes, this approach does not include the direct mapping between perception-
action mechanisms which is responsible for mirroring and affective matching be-
havior. Moreover, this model does not allow for other-oriented perspective taking,
which requires mechanisms for the theory of mind.

4.2 Data-Driven Approaches

Data-driven approaches to modeling of empathy are used to recognize, predict or
generate empathic behavior from several types of behavioral data. The research
on data-driven empathy can be said to be in its infancy, where there are only a
few attempts to empirically model empathy using this approach in the last decade.
The lack of datasets and differences in the labeling methods poses a challenge in
building data-driven models of empathy (see Section 5).

Earlier work focuses on classifying empathy levels using linear models with var-
ious behavioral features. Xiao and colleagues (2014) build a computational model
to classify therapist empathy levels by using prosodic features from the speech
signal. They extracted pitch, energy, jitter, shimmer and utterance duration from
the audio recordings of the psychotherapy interaction. These audio recordings
were evaluated by three people using Motivational Interviewing Treatment In-
tegrity (MITI) system (Moyers et al. 2016) to classify the empathy levels in seven
categories. Similarly, Gibson and colleagues (2015) use motivational interviews to
predict therapist empathy which was evaluated using the MITI Scale. They extract
13 psycholinguistic norm features from the text such as affective norms (Valence,
Arousal, Dominance, Pleasantness), familiarity, gender ladenness, context avail-
ability in addition to n-grams.

Recent advances in machine learning allow vast amounts of data to be trained
efficiently, where more complex models using neural networks can be used to link
data to predict and even generate empathic behavior. Rashkin and colleagues
(2018) provide a dataset of approximately 25k dialogues with empathic listener
responses, called EmpatheticDialogues dataset. The authors used this dataset to
fine-tune their pre-trained dialogue model in order to generate empathic responses
to the utterances. The produced responses were evaluated by its performance
on showing an “understanding of the feelings of the other person” using crowd-
sourcing. Authors showed that their model produces more empathic responses
both in retrieval and generation tasks.

Kumano and colleagues (2015) use video recordings of group interactions to
provide a computational model to predict empathy. They use a Bayesian approach
that connects the pairwise synchronization of gaze and facial expression informa-
tion to the perceived empathy of the users. This is the first study that uses group
dynamics in order to evaluate the empathy of the individuals as the input of the
empathy model. Authors suggest that the collective evaluation of the individuals
would remove the individual bias in scoring by allowing inter-group comparison.
This idea, while being similar to the third-person evaluation of crowd-sourcing,
provides a collective second-person evaluation. However, the evaluation is based
on selecting the empathy levels on a 5-level empathy scale between “Strong Em-
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pathy” and “Strong Counter-Empathy”, where the definition of empathy was not
provided.

Most of these data-driven models of empathy use a single modality, such as
speech, text or video in order to train their models. However, the current advances
in multi-modal emotion recognition techniques are most likely to change this trend
soon. A recent distinct example is the OMG-Empathy Challenge (Barros forth-
coming), which provided a dataset of interaction videos between a “speaker” and
“listener”, where the speaker provides scripted stories. The interaction is recorded,
and the felt empathy of the listener is then rated by the listener while watching
this recording. One model from this challenge uses multi-modal inputs as well
as the idea of synchronization in order to predict the empathy level of from the
interaction video (Tan et al. 2018).

Another notable approach can be seen in the hybrid model by McQuiggan
and colleagues (2008), who developed a framework, CARE, where the empathy
model trained on human-agent social interaction data that is capable of extracting
intentions, actions, age, gender as well as affective states and biofeedback response.
Learning from the user behavior in a simulation environment called Crystal Island,
the authors aim to model artificial agents that can generate empathic responses.
Their framework uses the theoretical model from Davis (1994) that is trained on
user interaction data. Authors use Interpersonal Reactivity Index (Davis 1983)
to measure the empathic nature of the users, and their goal orientation is used
to train the model using Näıve Bayes. This approach applies both the top-down
and bottom-up methodology, which shows great promise for the future of empathy
modeling research.

5 Discussion

Table 3 shows a summary of some of the empathy research regarding the methodol-
ogy, theoretical background, and its coverage of three empathy components: emo-
tional communication competence, emotion regulation, and cognitive mechanisms.
Regarding the empathy components, only a few researchers used a complete spec-
trum of empathy mechanisms. However, research efforts are advancing in terms of
applying a complete model of empathy and including a broader range of behaviors.

As the research on empathy in artificial agents is an emergent field, current
models and techniques often fail to capture the broad spectrum of empathic be-
havior. There seems to be a tendency in artificial empathy research to refer to any
system that can respond to affective signals as empathic, which ignores the cogni-
tive and high-level processes involved in empathy mechanisms. Although it is not
necessary for every attempt of modeling empathic behavior to adopt all the com-
ponents of empathy, it is important that the theory, models, and implementation
researchers provide are congruent with each other.

Research on social agents and affective computing has examined concepts that
are similar to empathy without necessarily mentioning empathy itself. For exam-
ple, communicational competence of agents has been studied in affective com-
puting, especially in the areas of emotion recognition (Soleymani et al. 2017) and
expression (Calvo and D’Mello 2010). Also, user modeling and personality research
in the field of social computing has investigated emotion regulation mechanisms as
well as modeling self/other distinction, which are both key to high-level empathy.
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As they are not directly intended to model empathy, these research efforts only
cover some aspects of empathy rather than providing a complete picture. However,
they nonetheless provide valuable insights that are useful for modeling empathy
in artificial agents.

5.1 Methodological Issues

Some of the challenges in computational modeling of empathy are specific to the
chosen methodology. Theory-driven approaches allow for the translation of the
observed relationships to a framework. These approaches are easier to test and have
more explanatory power. However, theories are often more difficult to translate into
computational implementation. This mismatch can result in ambiguity, which in
turn can generate different implementations of the same theoretical model.

Additionally, even though theory-driven approaches are the only way to test the
theories of empathy, a complete implementation and evaluation of each component
is required before evaluating the models as a whole. Moreover, the implementation
from vague theoretical definitions can be challenging, especially in higher-level
cognitive mechanisms. It is not clear, for example, how to achieve theory-of-mind
in a computational setting.

On the other hand, one of the main problems of the data-driven models is data
collection. Most of the data-driven approaches focus on the behavioral cues of em-
pathizer. However, being a complex socio-emotional phenomenon, directly linking
visual and textual information to the evaluation of empathy can be misleading.
The behaviors can only be considered as “empathic” when they are a response to
another’s emotional stimuli. Also, the annotation of the data, types of available
modalities, and variety in context are all factors that affect the empathic behavior
during an interaction.

5.2 Evaluation of the Model

Developing a reliable, sensitive, and valid measure of empathy for artificial agents
is not an easy task. Evaluating agents on their empathic competence mostly relies
on subjective user perception of a spectrum of characteristics, rather than on the
application of objective measurement. When such evaluation tools are used, they
tend to show many differences in the preferences of research subjects; subject pref-
erences are very dependent on the capabilities of the computational model. There
might also be differences between users in their definition of empathy due to its
varying use in daily life. Considering the variations in the definitions and behav-
ioral attributes, this vagueness in the term “empathy” poses an extra challenge to
the research community.

To overcome this challenge, some researchers have chosen to measure perceived
empathy by referring to empathy as “feeling with” (Boukricha et al. 2013), “felt
sorry” (Rodrigues et al. 2014), “matching emotion” (McQuiggan et al. 2008), and
“caring” (Brave et al. 2005). It is crucial to note which of empathic behavior these
terms relate to during the evaluation of the system. Moreover, the assessment
of the empathic behavior is often treated as a binary classification and coded as
either an empathic or a non-empathic response. These approaches disregard the
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different levels of empathic responses as well as other components of empathy
mentioned in the previous sections. In order to clarify the aims of the particular
type of research, it is crucial to indicate which sense the term “empathy” is being
used and to provide a precise positioning in the theoretical framework.

In psychology research, empathy of individuals is generally measured with the
Empathy Quotient (Baron-Cohen and Wheelwright 2004) which is a self-report
scale that has been validated (Lawrence et al. 2004). Empathy Quotient and Sys-
temizing Quotient are used to determine patients with Autism Spectrum Disorders,
where the average scores of both autistic men and women have been found to be
lower than their healthy counterparts (Baron-Cohen et al. 2003). Additional tests
of empathy focus on distinct features of empathic capacity, such as perception
of emotions (Tavassoli et al. 2014) in pictures (Baron-Cohen et al. 2001a), voice
(Golan et al. 2007) and movies (Golan et al. 2006), where similar tests can be
used to evaluate emotional communication competence. Understanding, initiating
and maintaining social relationships such as friendship (Baron-Cohen and Wheel-
wright 2003), can be used as a guideline to prepare evaluations for the emotion
regulation component. Understanding appraisals (Baron-Cohen et al. 1986; Law-
son et al. 2004) and intuitive physics (Baron-Cohen et al. 2001b) can also be used
to determine whether or not the system is capable of understanding cause and
effect relationships, which is based on higher-level cognitive mechanisms.

Given the component model of empathy, it is beneficial to evaluate the model
in both the component level and the system level. Component-level evaluation
can provide an incremental assessment of the hierarchical nature of empathic be-
haviors. A poorly performing appraisal mechanism can be due to the malfunction
of perception mechanisms or any other mediator, as well as a system-level mis-
representation of the components. Thus, evaluating the features separately before
the system-level evaluation would help to provide useful insights into the nature
of a problem. Nevertheless, this does not invalidate the necessity of providing a
system-wide evaluation.

Moreover, studies have shown (Riek et al. 2009) that “human-likeness” and
“believability” of the agents have a dramatic effect on feeling empathy towards
the agent, especially when the situation evokes negative emotions (Rosenthal-Von
Der Pütten et al. 2014). Considering the influential research of Reeves and Nass
(1996) that demonstrated humans treat artificial agents as social actors, it is safe
to assume that aesthetic decisions as well as perceived social traits of the agent
would impact the perception of empathy during an interaction. Similarly, data-
driven approaches might collect contradicting behavioral data from an empathic
participant with regards to their interaction partner and the context. These so-
cial and aesthetic variables should be considered in the evaluation of empathic
behavior.

6 Future Directions

Computational empathy research is still in its infancy. The challenges mentioned
earlier need to be overcome in order to achieve competent empathic agents that
can interact with humans in real time. Agreeing on better evaluation methods that
are most suitable for measuring computational empathy is one of the most crucial
issues that need to be solved. Novel evaluation metrics and questionnaires that



T
h
is
is
a
p
re
-p
ri
n
t
of

an
ar
ti
cl
e
p
u
b
li
sh
ed

at
:
h
tt
p
s:
//
d
oi
.o
rg
/1
0.
10
07
/s
10
46
2-
01
9-
09
75
3-
0

22 Özge Nilay Yalçın, Steve DiPaola

are validated specifically for empathic agent research should be one of the central
topics that the computational empathy community focuses on.

Another critical aspect for the future of computational empathy is to make use
of the state-of-the-art research in affective computing and user modeling research.
Recent advances in interactive systems, as well as the best practices of evaluation
in both fields, can be translated into the implementation of the theoretical empathy
models. Moreover, although human-level empathy does not often include the input
from modalities such as skin conductivity, breathing, heartbeat, and the electrical
activity from the brain, these modalities have been shown to be useful in gathering
affective information. Greater use of these recent innovations in computational
empathy research would surely contribute to the progress in the field.

Finally, the field of computational empathy is growing very rapidly and showing
great promise for the future of AI. Our daily interactions are increasingly including
artificial agents, which are evolving from mere tools to interaction partners and
even companions. This rapid transition prompts important questions regarding the
necessity of creating moral agents. Although the relationship between empathy and
morality is a controversial topic (Decety and Cowell 2014; Prinz 2011), examining
the effect of empathic capabilities on creating moral agents may provide significant
insights.

7 Conclusion

Computational modeling of emotions has been useful for understanding, test-
ing, and developing the theoretical framework of emotions in affective computing
research. Computational modeling of empathy is a further development to this
field. Research from philosophy, psychology, ethology and neuroscience provides
a broad theoretical and empirical foundation for empathy modeling. A computa-
tional model of empathy should be grounded in this background research so that it
can incorporate the full range of empathic behaviors. This paper is aimed to pro-
vide a holistic approach to empathy modeling that can account for the diversity of
behaviors observed in various disciplines. We believe that a successful model and
implementation of the empathic capacity not only would enhance our interaction
with technological systems but also with each other as a society.
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